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Abstract

Mining frequent itemsets from transaction databsse fundamental task for Association Rules. Ap algorithm is ar
influential algorithm for mining frequent itemsetsing Boolean values. There are different motivettifor a fuzzy approa to
Association Rule Mining. An Algorithm for Generajiisingle Fuzzy Association Rule Mining is basechaman iituitive such
as the larger number of items purchased in a tcéinsameans that the degree of association amangeins in the transédon
may be lowered. The proposed approach modifiesabimre said Fuzzy Association Rule Mining algorithmd compare
Apriori and the mentioned Fuzzy Association Rulenig algorithm. The proposed approach calculatestipport value bast
on fuzzy tnorm namely intersection and finds the subsetsfeéguent itemset partially. Therefore, it reduties complexior

of finding each subset of a frequent itemset.
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1. Introduction

Data mining is a form of knowledge discovery essérbr
solving problems in a specific domain. The rapidvgh of
interest in data mining is due to the i) fallingstmf large
storage devices and increasing ease of collectatg dvet
networks; ii) évelopment of robust and efficient mach
learning algorithms to process this data; andail)ng cost of
computational power, enabling use of computatigr
intensive methods for data analysis.

Since the introduction in 1993 by Agrawal [1], threquent
itemset and association rule mining problems haceived ¢
great deal of attention. The hundreds of reseaagers hav
been published presenting new algorithms or imprees
on existing algorithms to solve these mining praidemore
efficiently. But, Apriori [1] is an influential algorithm fc
mining frequent itemsets for Boolean AssociationleRL
Generally, based on this algorithm, support of tamset is
determined by just counting the number of occuresnaf the
itemset in every record ¢fansaction (shopping cart), withc
any consideration to human intuitive. Recently, finezy sel
theory [3] has been used more and more frequemt
intelligent systems because of its simplicity andilsrity to
human reasoning. Based on the concepth as the largt
number of items purchased in a transaction meaais tte
degree of association among the items in the tcdiogamay
be lowered, is discussed well by utilizing fuzzytssen the
market basket analysis[2]. Generate Frequent FiPatien
(GFFP) algorithm discussed in [4] for generatingzzi
association rules from frequent fuzzy itemsetsiisilar to
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generating Boolean Association Rul€satima Gautam et

[5] defined the fuzzy set similar to Rolly In [2] but derived
the multiplelevel association rules under different suppc
In [6], an algorithm for generating fuzzy assodatrules with
multidimensional attributes utilizing fuzzy set bds on
human intuitive is discussed. It is similar to [2]Therefore,
this paper also follows the human intuition andsuee sam:
membership functions defined in [2], but it cons&lall
transactions instead of considering qualified taatisns
based ors- maximum threshold. It also use-norm in fuzzy
set such asy(x, y) = min(x, y) for finding the support valu

Section 2 illustrates the importance of frequesriset mining
and Apriori algorithm. Section 3 describes the #xis
algorithm [2]. Section 4 gives the proposed aldponit for
determining frequet itemsets. Section 5 demonstrates
algorithm with a worked example. Section 6 discaste
experimental results. Finally conclusion is giverSection 7

2. Importance of Frequent itemset Mining and
Apriori

Frequent patterns are itemsets, subsecge or substructu
that appear in a data set with frequency no leas thuse-
specified threshold. Itemsets are collections efg that c-
occur in data. Mining frequent itemsets from tramigen
database is a fundamental task for several formksowledge
discovery such as association rules, sequentiaérpat anc
classification. Historically their primary use @data mining
has been as an intermediate step in discovery safcagion
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rules [1]. The original motivation for searchingsasiation 3. An  Algorithm for Generating Single

rules came from the need to analyze so called mgr&et
transaction data, that is, to examine customer \beta in

terms of the purchased products.

The name of Apriori is based on the fact that tlgwrthm
uses prior knowledge of frequent itemset properwgsiori
employs an iterative approach known aksl-wise search,
Wherek-itemsets are used to explokg 1)-itemsets. First, the
set of frequent 1- itemsets is found, denoted by ; is used
to find L,, the set of frequent 2-itemsets, which is usefintd
Ls, and so on, until no more frequent k-itemsetslmafound.
Fig. 1 shows the Apriori-ltemset Mining algorithm.

Algorithm Apriori — Itemset Mining
Input: D,o

output: F(D,0)
c,={{itiioi}
k=1
while C, #{ }do

/I Compute the supports of all candidate itemsets

for all transactions(tid, | )D D do

for all candidate itemsetX [JC, do

if X O 1 then
X.Support + +
end if
end for
end for

/I Extract all frequent itemsets
F, :={X | X support = g}
/I Generate new candidate itemsets

forall X,YOF,,X[i]=Y[i]forl<i <k-1and

X[k]<Y[k] do

| = X U{Y[k]}
if0J 01,|]J|=k:JOF, then
Cy.y =Cy., O
end if
end for
k++
End while

Fig. 1 Apriori-ltemset Mining algorithm

Dimensional Fuzzy Association Rule Mining

Apriori algorithm ignored the number of items irslaopping
cart in determining relationship of the items. oiler to find
the relationship among the items, this algorithnrmsigered
number of items in each record of transactionsuiggested
that the increasing number of items will reduce the
relationship among the items (each items has arlduzzy
membership value in a transaction). It used marinitem
threshold to determine maximum number of items in a
transaction for selecting qualified transaction)itee number
of items in its transaction is not greater th&n It also
considered the minimum support for k-itemsets, tehdy

B« U (0, |M]) where |M]|) is the number of qualified
transaction. The following membership functions ased in
this algorithm.

A fuzzy membership function/ is a mapping:
kM - [O,l] as defined by:

_ inf Uns (')
#ak(T) = imk{card(T)}’ HTEM W

where 1 ¥ O O;T be a qualified transaction in which T can
be regarded also as a subset of ite(ds[] [J);
A Boolean membership functioffis a mapping:
ny - {0,1} as defined by:
1 iar
()= (2)
0, otherwise
such that if an itemi , is an element of T thef; (I) =1

otherwise /7T(i)=0.
The support for every candidate k-itemsétid calculated
using the equation
Support(l k): Z,ulk(T) (3)
TOM
and the candidate k-itemsef ¢an be considered as the

frequent itemset Lif and only if support (I k)z B, The

largest frequent itemsel is calculated based o i.e.)
K<o.

4. Proposed Algorithm

The proposed algorithm uses the same membershitidns
defined in [2], but it considers all transactionsstead of
considering qualified transactions basedydmaximum item
threshold). It uses fuzzy t-normyTX, y) = min (x, y) for
calculating support value i.e.) it increments thpport value
based on fuzzy intersection value>0.0. When finding
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intersection among the items, if any one item haglae 0O,

then it does not continue to find the intersection the

remaining items. Therefore, it reduces the timed Atso, it

does not find out all the subsets for finding ayfrent itemset.
It checks only the subsets contained in the geegredndidate
other than the items used for generating candidatdsprune
the generated candidate based on the absent apdufied

subset and selects the candidate for finding aufeq
candidate i.e. it finds only the reduced numbeswdisets. But
Apriori and the mentioned Fuzzy Association Rulenivig

algorithm [2] find all the subsets of a frequeeilset. Hence,
the proposed approach reduces the time comparirgptio
algorithms.

The proposed algorithm is given in Fig. 2:
Algorithm

Input : Fuzzy Database, support factor
Output: frequent fuzzy itemsets

Method:

L; = {frequent 1-itemsets where suppsupport factor}

number of items in a combination (c1) = 1

k:=2

while (L.q = ¢)

{
call_generate_new (cl)
cl++

k++

}

Procedure call_generate_new(cl)

generate candidates,(l)
for each generated candidat@s@
{
if (c1=1) frequent()
else
{
get all partial subset( c)
if (all partial subset(d)] Ly.1)
frequent()

}
}

Procedure frequent()

for each transaction[TD

{

find fuzzy intersection(c) // during fuzzyténsection, if
result is zero, then skip that Transaction

if ( fuzzy intersection(c) > 0.0)
c.supp++

L = {c | c.supp = support factor}

Fig. 2 Proposed Algorithm
5. Worked Example

In general, a transactional database consistsfit#f an which
each record represents a list of items purchaseda in
transaction. Simply, a transaction includes a umiqu
transaction identity numbetréns id) and the list of items
making up the transaction. A transactional datalbeeg have
additional information regarding the sale suchwsamer ID,
date of transaction, etc.

Table 1 shows a sample transactional database.

Table 1: A Transactional Database

Trans id List of items
T1 i1,i2,i3,i4
T2 i2,i3, 4, i5
T3 i1,i2,i4
T4 i3, i4, i5
T5 i1, i4

A worked example is given to understand well thecept of
the proposed algorithm and how the process of géingr
fuzzy frequent itemset is performed step by stdpe process
is started from a given transactional databasehasvrs in
Table 1. Here, the support factor is considered. ahe fuzzy
set is constructed based on Rolly Intan’s same reeship

function.
Table 2: Fuzzy Set

Item
\ il | 2 | i3] 4| i5
Trans_|
T1 0.25| 0.25] 0.25 0.2% 0.0p
T2 0.00| 0.25| 0.25 0.2% 0.2p
T3 0.33] 0.33] 0.00 0.33 0.0p
T4 0.00| 0.00f 0.33 0.33 0.38
T5 0.5| 0.00f 0.000 0.5{ 0.00
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1
Here, each item is replaced @[ya number of items in a
O

transaction.

The support count of each 1-itemset is calculasecbanting
each 1- itemset based on its fuzzy value greasar @0.

{i1} = {0.25/T1,0.33/T3,0.5/T5} supp = 3;
{i2} = {0.25/T1,0.25/T2,0.33/T3} supp = 3;
{i3} ={0.25/T1,0.25/T2,0.33/T4} supp = 3;
{i4} = {0.25/T1,0.25/T2,0.33/T3,0.33/T4,0.5/T5}
supp =5;
{i5} = {0.25/12,0.33/T4} supp = 2;

All 1-itemsets’s support counk 2.
Therefore, L ={i1, i2, i3, i4, i5}.

Iteration -1

cl=1;

Generating 2-itemsets, finding fuzzy intersecti@ue > 0.0
and finding their suppo# 2 are:

{i1, i2} ={0.25/T1, 0.33/T3} supp = 2;
{i1, 14} ={0.25/T1, 0.33/T3} supp = 2;
{i2, i3} = {0.25/T1, 0.25/T2} supp = 2;
{i2, i4} = {0.25/T1, 0.25/T2,0.33/T3) supp3;

{i3, 14} ={0.25/T1, 0.25/T2, 0.33/T4) supp = 3;
{i3, i5} ={0.25/T2, 0.33/T4} supp = 2;
{i4, i5} = {0.25/T2, 0.33/T4} supp = 2;

Here, there is no need for checking subsets of gatdmset
because all the generated candidates come frorexiséng
frequent 1-itemset list. Therefore, £ {i1, i2; i1, i4; i2,i3;
i2,i4; i3 i4; i3i5; i4 i5}.

Iteration -2

cl=2;

Generating 3-itemsets, finding fuzzy intersecti@ue > 0.0
and finding their supporg2 are:{il, i2, i4} = {0.25/ T1,
0.33/T3} supp = 2;

{i2,i3,i4} ={0.25/ T1, 0.25/T2} supp = 2;

{i3, 14, i5} = {0.25/ T2, 0.33/T4) supp = 2;

Here, for finding {i1,i2,i4}, it is not necessaryp find all the
subsets such as {il,i2},{il,id4}and {i2,i4}, but its only
necessary to find {i2,i4} because {il1,i2} and {id}are
already in L. Similarly the subset {i3,i4} is only checked for
finding {i2,i3,i4} and the subset {i4,i5} is onlyteecked for
finding {i3,i4,i5}.

i2,i3, i4;

Therefore, kL = {il, i2, i4; i3, i4, i5}

Iteration -3

Generating 4-itemsets, finding fuzzy intersectiowl dinding
their support =22 are:

L.={}
Therefore, it does not continue further Iteration.

In this approach, when finding fuzzy intersectidre.( for
finding minimum value among the items), if any dtgnm has
a value 0, then the intersection is not continued the
remaining items in a transaction. It reduces thmetifor
finding frequent itemset.

6. Experimental Results

Apriori, Rolly Intan’s algorithm and the proposefyj@ithm
are experimented with the mushroom dataset. Thémoom
dataset contains the characteristics of variouscispeof
mushrooms. It has 119 items and 8124 transactlboan be
obtained from the UCI repository of machine leagnin
databases. The minimum, maximum and average leoigth
each transaction is 23.

The algorithms are implemented using C# language an
carried on the computer with the configuration sua$
Intel(R) Core(TM) i3CPU, 3 GB RAM, 2.53 GHz Speettia
Windows 7 Operating System.

The following fig. 3 shows the performance of three
algorithms.

120
100 1
time 50 1 BAprian
{sec) B0
aRolly
40 1 Intan's
Algarithm
20 1 OFroposed
0 4 Algarithrn
1 2 & 4 5
Support Count : 1-=4000 2-=5000 3-=6000
47000 5->8000

Fig. 3 Performance of three Algorithms
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It clearly shows the proposed algorithm takes lessae

comparing to other two algorithms. [6] Neelu Khare et al, “An Algorithm for Mining

. Multidimensional Fuzzy Association Rules”,
7. Conclusion International Journal of Computer Science and
This paper modifies the existing algorithm for detiming Information Security, vol. 5, No. 1, pp. 72-76, 200

frequent itemset using fuzzy sets. It defines thezy sets
based on the existing algorithm and applies thexyfuzet

operation (intersection) on the selected items gthasn D. ASHOK KUMAR did his Master degree
finding the specified subset) in a transaction.afynit finds 7 in Mathematics and Computer Applications

the frequent itemset based on the minimum supjatof. It T in 1995 and completed Ph.D., on Intelligent
also illustrates the reduction time in finding sefssin both e Partitional Clustering Algorithm’s in 2008,
algorithms. et from Gandhigram Rural Institute-Deemed

f University, Gandhigram, Tamilnadu, India.
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